Section 5.2 The Characteristic Equation

Review:

Find eigenvectors x by solving (A— Al)x = 0.

How do we find the eigenvalues 1?

X must be nonzero
U
(A - Al)x = 0 must have nontrivial solutions
U
(A—Al) is not invertible
U
det(A-4l) =0
(called the characteristic equation)

Solve det(A - Al) = Ofor A to find the eigenvalues.

Characteristic polynomial: det(A— Al)

Characteristic equation: det(A— A1) = 0
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EXAMPLE: Find the eigenvalues ofA[ 6 5 :|

o[ L] [ ]

the equation det(A-Al) = 0 becomes

Solution: Since

-A5-1)+6=0
A2-51+6=0
Factor:
(A-2)(1-3) =0.

So the eigenvalues are 2 and 3.

For a 3 x 3 matrix or larger, recall that a determinant can be computed by cofactor expansion.
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EXAMPLE: Find the eigenvaluesof A=| 0 -5 0
1 1

Solution:

THEOREM

1- 2 1
A-Al = 0 5-_
1 8 1-
1-12 2 1
det(AM)=| 0 -5-1 0 |=(5-1) 1;
1 8 1-1

=(-5-M)[(1-1)?*-1]=(-5-1)[1-24+42-1]
= (-5-AV)[-24+A%] = - (5+A)A[-2+1] =0
= A =-50,2

(The Invertible Matrix Theorem - continued)

Let A be an nx n matrix. Then Ais invertible if and only if:

S. The number 0 is not an eigenvalue of A.
t. detA+0



Recall that if B is obtained from A by a sequence of row replacements or interchanges, but without
scaling, then detA = (-1)" detB, where r is the number of row interchanges.

Suppose the echelon form U is obtained from A by a sequence of row replacements or
interchanges, but without scaling.

Uiz U2 Uiz -+ Ui
O Uz Uxs -+ U

A~U-= O O wus -+ Us

O O O O um

The determinant of A, written det A, is defined as follows:

duct of
. p.ro uc. © , when Ais invertible
detA = pivots in U

0, when A is not invertible

(r is the number of row interchanges)
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EXAMPLE: Find the eigenvaluesof A=| 0 6 10
00 2

Solution:
3-1 2 3
det(A— Al) = det 0 6-41 10
0 0 2-1

Characteristic equation:

( )( )( )=o.

eigenvalues: ,

The (algebraic) multiplicity of an eigenvalue is its multiplicity as a root of the characteristic
equation.



EXAMPLE: Find the characteristic polynomial of

[ 200 0 |

530 0
A=

913 0

125 -1

and then find all the eigenvalues and the algebraic multiplicity of each eigenvalue.

Solution:
2-1 0 0 0
5 3-1 0 0
det (A-A4l) =
1 3-1 0
2 5 -1-1
=2-1)B-1)B-1)(-1-1)=0
eigenvalues: : :
Similarity

Numerical methods for finding approximating eigenvalues are based upon Theorem 4 to be
described shortly.

For n x n matrices A and B, we say the A is similar to B if there is an invertible matrix P such that

P-1AP =B  orequivalently, A = PBPL.

Theorem 4: If n x n matrices A and B are similar, then they have the same characteristic polynomial
and hence the same eigenvalues (with the same multiplicities).

Proof: If B = P AP, then
det(B— A1) = det[P~AP — P-1AIP] = det[P~L(A— Al)P]

= detP . det(A— Al) - detP = det(A— Al).



Application to Markov Chains

.95 .90
EXAMPLE  Consider the migration matrix M = |: 05 10 :| and define xx.1 = Mxk. It can be
shown that

X0,X1,X2,...

:| . Why?

The answer lies in examining the corresponding eigenvectors.

converges to a steady state vector x |:

Nl N

First we find the eigenvalues:

95— 1 .90
det(M — Al) = det ~12-1.051+0.05
.05 .10-2

So solve

A2-1.054+0.05=0
By factoring

A=00521=1



. . . 1
It can be shown that the eigenspace corresponding to A = 1is span{vi} wherev; = |: :| and

-1
the eigenspace corresponding to A = 0.05 is span{v.} where v, = |: :|

Note that

Mvi = vy,

and so

N[ N

is our steady state vector.

Then for a given vector Xo,

Xo = C1V1 + C2V2

X2 = MX1 =

MXo = M(C1V1 + C2V2) = C1MV1 + C2Mvz = c1v1 + C2(0.05)v
M(c1V1 + €2(0.05)v2) = c1Mv 1 + C2(0.05)Mv, = ¢1vs + €2(0.05)%v,
and in general
Xk = C1V1 + C2(0.05) v,

and so limx = Ikim(clvl +¢2(0.05)4v2) = c1v1
and this is the steady state when c; = %



