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Abstract

The recent COVID-19 pandemic has shown that when the reproduction number is high and there
are no proper measurements in place, the number of infected people can increase dramatically in a short
time, producing a phenomenon that many stochastic SIR-like models cannot describe: overdispersion of
the number of infected people (i.e., the variance of the number of infected people during any interval
is very high compared to the average). To address this issue, in this paper we explore the possibility
of modeling the total number of infections as a state dependent self-exciting point process. In this way,
infections are not independent among themselves, but any infection will increase the likelihood of a
new infection while also the number of currently infected and recovered individuals are included into
determining the likelihood of new infections, Since long term simulation is extremely computationally
intensive, exact expressions for the moments of the processes determining the number of infected and
recovered individuals are computed, while also simulation algorithms for these state-dependent processes
are provided.

Keywords: SIRQ-model, overdispersion, Self-exciting process, Quarantine distribution, stochastic-intensity,
state-dependent.

1 Introduction

As the, now seemingly endemic, disease of COVID-19 is being incorporated into our daily lives, we have
been reminded that epidemics are a phenomena that can expand quickly and have devastating economic
and social consequences. Highly contagious diseases can produce huge damage, and so the development
of accurate and effective models for epidemics is important. However, as noted in |Adiga et al,| (2020,
different kinds of models are appropriate at different stages, and for addressing different kinds of questions.
For example, some statistical methods based on machine learning techniques are very useful in predicting
the behaviour on the short-term. However, they are not very effective for the long term predictions nor for
describing the evolving circumstances. Simple compartmental-type models, and their extensions, that is,
structured meta-population models, are useful for several population-level questions. However, once the
outbreak has spread, and complex societal interactions are at play, stochastic agent-based models could be
seen as a more robust and effective tool, since they allow for a more systematic representation of complex
social interactions, individual and collective behavioral adaptation, and public policies. With this idea of
trying to be more precise in describing different stages of a pandemic the current paper tries to shed some
light into how to incorporate certain salient features observed in the data to model future outbreaks of
epidemics with a high control reproduction number.
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Stochastic modeling of epidemics becomes relevant when the environmental or demographic variability
-such as transmission, recovery, births, deaths, or environmental impacts- are too large to account for in a
deterministic model (see |Allen| (2017)).

The ongoing pandemic has returned epidemic modeling at the forefront of worldwide public policy-making
Bertozzi et al.| (2020). Many scientist from different fields, particularly medicine, biology, mathematics,
physics and chemistry (for a few, non-exhaustive, list of examples, see Cheng et al,| (2020),Chiang et al.
(2022),dos Santos Gomes and de Oliveira Serral (2021))/Franco, (2020), [Hazarika and Gupta (2020), Liu
et al.| (2022), [Van den Driessche, (2017))

Due to their versatility and capabilities to model properties that regular stochastic SIR models can’t,
point process models have been recently explored as a viable option. Models using these processes are data
driven and are flexible enough to allow for parametric or nonparametric estimation of the reproduction
number and the time scale at which the contagions occur (see |Bertozzi et al.| (2020)). Furthermore, at some
level, they can also be viewed as stochastic versions of popular compartmental models used in epidemiology.
Since these processes have just been recently introduced, before stating the model assumptions and results,
in remainder of this introduction, an introduction to point processes is provided as well as how they have
recently been used to model the novel COVID-19 epidemics.

1.1 An introduction to Point processes

Point processes can be understood roughly as a random set of points in a space X. The topology and
properties of the space can be very general, making them a very versatile tool for modeling different
phenomena. In this setting, these points, may represent anything, but the most common usage of point
processes are occurrences of events in time, location of objects in the space or a mixture of the previous
two. Some of the most recognized and applied types of point processes are:

e Spatial Point process: Here, the space X represents some fixed “geographical location”, generally,
X C R". In this instance the number of events occurring and their location are random.

e Temporal point process: In this case, the space X is a totally ordered set. Generally, X =[0,7] C R
and each point represents the times at which certain events occurred. In these kind of processes the
number of events and the times at which those events occurred are random.

e Spatio-Temporal point process: Here, the space is a combination of the previous two cases and each
point represents a place and time for an event and usually X C R, x R™.

It also important to mention that the previous cases are sometimes called “unmarked point processes”.
However, sometimes, we want to measure or model an additional characteristic of the point (other than
time or location). In this instance, we can attach a “mark” to each random point to classify them as
belonging to a certain class. This flexibility comes almost at no cost, since “marked point processes” are
merely a generalization where each point belongs to a space Y = X x K, where X is one of the spaces
described above and K is the so-called mark space.

Generally speaking, when talking about temporal point processes there are mainly two -not disjoint- ways
to describe them. The first one was born in the neurophysiologist community where point processes are
seen as random variables in a complicated functional space and are characterized and analyzed via their
moments (such as the average, variance, skewness, kurtosis, etc.). The advantage of this point of view
is that these moments can be associated to statistical quantities which can then be estimated, fitted and
calibrated using data. The second way to characterize point processes is through its stochastic intensity,
which provides a summary, at any given time ¢, of the likelihood that some new future event arrives in
the time interval [¢t,t + h) given its history, i.e., given the times of all past events up until time ¢. This
notion of intensity has been used extensively because of its analytical tractability. The resulting family
of processes that possess an intensity function is called (stochastic) intensity-based point processes, and



actually, contains almost all the point processes which have some practical interest. Exhaustive treatments
containing all the important probabilistic and statistical features of Point processes can be found in, e.g.
Daley and Vere-Jones| (2003} 2008)); Brémaud| (2020)).

A realization of a point process over [0, 00) is a sequence {Tp},>1 in [0, 00| such that

To =0, T, <o and Ty <Thy1-

and the point process is considered to be non-explosive if li_}In T, = oco. Further, for each realization of
n o0

the point process, there is a counting function, or counting process, N; defined as

N — n if te[l,Tht1), n>0
b oo if t>limpee Thy

The above definition is not that intuitive, but basically, the counting process N; tells us how many events
have occurred up to time t. To see this, we can also define the inter-arrival times between events 7, :=
T, — T,_1 for n > 1 and define 7y := 0. Thus, IV; can be written as

Ny =max{rg+7m +...+ 1, < t}.
n>0

Many of the point processes that are found in the literature are simple, which means that only one event
arrives each time. That is,

(1)

A point process is called regular if it possess an intensity function A(¢), which is defined, when the limit
exist, as

h
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where o(N;)o<s<+ denotes the past history of the process (/Vi):>o. Further, whenever the point process is
simple, the above definition is equivalent to,

U(Ns)ogsgt] ;

A(t) = lim P
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h—0 |:

h
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Notice that by definition, as A(t) is a conditional expectation over a sigma algebra, it is itself a random
process, but sometimes, it can be a deterministic function of time as in the case of the Poisson process. Since
probabilities are always non-negative, the intensity function is always non-negative and thus the cumulative
intensity function, A(t) = fg A(s)ds is a non-decreasing function. The cumulative intensity function always
exists (even if the point process is not regular). In fact, it can be shown that the cumulative intensity
function is the compensator of the point process N (t).

A technical remark might be in place here: since a temporal point process is always a cadlag (i.e., right
continuous with left limits) submartingale, it can always be then decomposed as N(t) = M(t) + A(t),
where M is a local martingale and A is an increasing predictable process called the compensator. As can
be inferred by the name, it turns out that A(t) = A(t). Moreover, whenever the measure generated by
A(t) is absolutely continuous with respect to the Lebesgue measure, the “normal” intensity function A(t)
exists and so the limit above exists.

To explain the above definitions and before proceeding to the canonical example of interest we can look at
the simplest and most common point process: the Poisson process. In this case, the intensity is completely
deterministic, i.e. A(t) : [0,00) — [0,00) and



PIN(t) — N(s) = k] = e~ ¢ Wu% [ / t A(u)du] k.

Since the intensity is deterministic we always know the infinitesimal probability of a new event. That

is, the probability that we observe a new event in the interval [t,¢ 4+ h) is roughly ~ hA(t) and in this

case this probability is actually independent of the process’ history. In this case, it can be shown that
t

E[Ny] = [, A(s)ds.

The Poisson process and many others point processes are good to model events where the rate at which new
events appear is independent of how many or when past events occurred, but sometimes the phenomena
that wants to be analyzed exhibits a “clustering effect”, where the appearance of one new event will trigger
the occurrence of more new events. An important example that possess this property, and a process that
will be used thoroughly during this proposal, is the family of Hawkes processes, which was first studied
thoroughly by Ogata (see |Ogata; (1983))) to model the occurrence of earthquakes in Japan. His motivation
to use this type of processes was that usually after a big earthquake, many replicas will follow. In the
Hawkes Processes family, the (stochastic) intensity function, A(t), “feeds” itself from the point process Nj.
That is, the intensity increases when a point arrives, which in turn will trigger more points to arrive. In
the most classical example, the intensity can be characterized by

t
M) =D+ [ 6lt = )N, =+ 3 (e~ T3), ®)

0 T<t
where Ny = {T, T, T3, ...,Tn,} is itself the random point process and Tj is the time of the i—th occurrence.

As mentioned before, the intensity is also stochastic (random) but the source of its randomness is not
exogenous but comes from the point process itself. Moreover, if ¢(t) = Qe™", then the process (Ny, \;) is
a Markov Process (a process whose evolution depends solely on the current state the system and not in the
history of how it arrived to such current state) and the intensity function decays exponentially between
events. As before, we can also compute the expected number of events in the interval [0,7] which turns
out to be E[V;] = %
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Figure 1: Six realizations of point process with 7' = 20 and E[Ny] = 25. On the left, three different
inhomogeneous Poisson processes with intensities proportional to a constant, 22 and sin(2x) are shown,
whereas on the right three realizations of the same Hawkes process are displayed.

Figure [1} tries to illustrate the concepts and processes described above. In all the plots the intensity
function and a realization of the point process are shown. At the same time, all the processes below were
“standardized” by setting the expected number of points to be the same in all cases. The left column shows



3 different inhomogeneous Poisson processes with different intensities. Since the intensity is deterministic,
it does not matter how many simulations of the point process are performed, the intensity will the the
same. As it can be seen, when the intensity is higher, the likelihood of more points increases. In the right
column, 3 different realizations of the same Hawkes process are plotted. In this case since the intensity
is stochastic, it will change between realizations, but more importantly the clustering phenomena can
be observed. Whenever a new event arrives, the intensity spikes and thus the likelihood of more events
happening increases and to balance the process, in between the arrival of events the intensity decreases
exponentially reducing the likelihood of more events coming. However, there is always a baseline intensity
for which the intensity process cannot go below guaranteeing that there will be a new event at some point.
To illustrate this, we present next a heatmap of the Hawkes process (i.e. the process counting the number
of events up to time ¢) and one of its intensity.
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Figure 2: Heatmap of the Hawkes process and its intensity. The frequency is given in a logarithmic scale.

1.2 Linking point processes to Epidemiology

Epidemic models have been trying to model, understand and predict different features and generalities
of the pandemics that humanity has lived with. However, it was not until around 1930 that the first
stochastic epidemic model was created. Before that, all the models were deterministic were based on
creating different systems of ODEs, but some desirable random effects were missing. Nonetheless, those
deterministic models provided the skeleton upon which the behavior of corresponding stochastic systems
are built. Furthermore, many times, when populations are large, the limiting behavior of such stochastic
systems converge to a corresponding system of ODEs. The main models discussed in this proposal will be
variations of the famous stochastic susceptible-infected-recovered (SIR) models and belong to the class of
the so-called compartmental models, where each individual is placed into one of the compartments and the
individuals move between the compartments under predetermined rules. For a survey on the description
of many stochastic models, see |Greenwood and Gordillo| (2009).

The most common stochastic epidemic model, and the building block for many of the more detailed and
precise models produced nowadays, is the so-called general stochastic model,

e There are three compartments where an individual can be: Susceptible, Infected and Recovered.
Moreover, each individual belongs to one and only one compartment.

e The number of susceptible, infected and recovered individuals at time ¢ are denoted by Sy, I+, Ry.
Also, the population is constant at a level N and thus, N = S; + I; + R;.

e A recovered individual cannot contract the disease again.

e During the interval [t,¢ + At], one of the following things has to happen:



1. A susceptible individual gets infected with probability ,8% because I;/N is the likelihood of
contacting one of the current number of infected individuals, Iy, multiplied by the likelihood (£
of contracting the virus once you got in contact with a person. Since there are Sy susceptible
people at that moment,

P[(Strar Livar) — (Se 1) = (-1.1)] = 55%@ + o(At) (3)

2. An infected individual recovers from the virus at any time with likelihood ~. Thus, since there
are I; infected individuals with the same likelihood to recover,

P[(Stran Trvar) = (81, 1t) = (0,~1)| = 71:A; + o(At) (4)

3. Nothing happens and the system remains the same. This is the complementary event to the
union of the two actions above,

P[(SHN, Lioas) — (S, ) = (0, 0)} —1- <ﬁ]5\; n 7> LA + o(At) (5)

Many of the compartmental models that are available nowadays, to allow for an easy simulation and
mathematical tractability, remain within the framework of the Markovian world. As such, those models
have deterministic limits and diffusion approximations. The main results and techniques to obtain such
limits are detailed in |[Kurtz| (1981); Meyn and Tweedie| (2012). These limits can be used to estimate and
calibrate the models quickly and constantly which can be of great help for public policy makers, since
many public health policies might be influenced by predictions of how large an epidemic might be.

In a more abstract form, the model above can be written in terms of the difference of some Poisson
processes and in fact, at their core, many stochastic SIR-type models can be established as functions of
Poisson processes or as limits of them, which leads to an immediate question of whether the point process
leading the epidemic model can be generalized to include more features observed empirically in the data.
Besides, there have been few models that try to explore the dynamics of the frequency at which individuals
get infected and its effects in the likelihood of future people getting infected. That is, many of the current
models either try to elaborate on the number of compartments or in the finesse of the conditions required
for a certain individual to transition from one compartment to another but there are few models that try
to get a more realistic description of when such transitions occur and how the frequency of such transitions
affects the future evolution of the system.

Indeed, in most of the current compartmental models such as , each susceptible individual is equally
likely to get infected and that probability is solely dependent on two factors: the proportion of infected
individuals and the number of susceptible individuals at time ¢. To understand better paradigm assume
the following two scenarios

e Assume a population of a 100 individuals and at time 0, there are 5 infected people and 95 susceptible
but at time ¢ = 20, it is observed that (Sa0, I20, R20) = (50, 30, 20).

e Assume the same population as above with the same initial conditions of (Sy, Iy, Rp) = (95, 5,0) but
at time ¢ = 5, it is observed that (Ss, I5, R5) = (50, 30, 20).

As it can be seen, in both cases you start with the same number of infected and susceptible people and
at at some point in time you also have the state (50,30,20). The difference is that in the first case it
took longer to reach that point, whereas in the second, such state was reached much faster. When this
happens it might be better to assume that the driving process counting the number of infected people
can cluster due to the fact that in periods where there are many infected people, the likelihood of more



people to get infected is higher than in periods where few people have been recently infected. In this spirit,
various empirical studies have revealed that when an arrival processes shows display over-dispersion, i.e.
the variance of the number of arrivals in a given interval exceeds the corresponding expected value, the
standard assumption of having a Poisson process driving the number of infections is not valid and new
models are required. As Figure [3] suggests, COVID-19 has proven to be a very contagious virus where a
high level of over-dispersion could be observed. This implies that rather than having a stochastic epidemic
model featuring Poisson processes, a Hawkes point process might be a much more suitable candidate to
model it.
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Figure 3: Plots showing the over-dispersion in a 2,7 and 30 days window of the number of newly infected
people during COVID-19 in 3 US states: New York, California and Rhode Island. The z axis shows the
time in days, starting from February of 2020, while the y axis shows the quotient between the variance
and the average of the new cases within that time period. A quotient greatly larger than 1, indicates high
over-dispersion in the “arrival process” of new infect people.

Our first step will be the creation of a model that generalizes the Poissonian flow. In contrast to deter-
ministic models, rather than modeling the number of infected people, I}, directly the contagion process CY
(counting the number of infected people up to time t) is the process that needs to be modeled. Reason
being that I; can increase (with a new infection) and decrease (with a recovery) but the counting process
associated to a point process must be non-decreasing.

One of the first attempts of incorporating Hawkes processes into an SIR model is provided in |[Rizoiu
et al.| (2018). In there, the authors explain a relationship between the general stochastic SIR model and
a finite population Hawkes-SIR model (they account for the fact that the population is capped at N and
therefore Cy < N), but this model has some limitations. In particular they only explore a model where
the conditional expectation of the intensity of Cy conditioned on all the times at which there is a recovery
coincides with a finite Hawkes process with a baseline intensity Ao(t) = 0. These restrictions cripples the
model in the sense that a true Hawkes-SIR model would require the intensity of C; to be of the form
with Ag(t) # 0 and also not be the result of a conditional expectation on past and future unknown times.

Other models that have considered an epidemic and relating the total number of infected people with a
Hawkes process are presented in [Escobar| (2020); Garetto et al.| (2021); |Chiang et al. (2020) among others.
Nonetheless, there is missing a model that becomes a natural extension of an stochastic SIR model. That
is, there is no model in the literature where people are divided into the S, I, R compartments and people



start arriving to the “infected” compartment according to a Hawkes process. Recovered individuals should
arrive via a Poisson or renewal process, since contrary to infections, the recovery of a person does not affect
how other people recover. One of the aims of this proposal is to create and analyze such model as well
as find conditions under which a disease introduced into a community will develop into a large outbreak,
and if it does, conditions under which the disease may become endemic. This condition is linked to the
so-called basic reproductive number, Ry, defined as the expected number of secondary infective cases per
primary cases in a susceptible population.

As it can be noted, many of the models that have started to incorporate Hawkes processes are very
recent and inspired by the highly infectious rate of COVID-19, making this a novel area to propose,
analyze and create models that can shed some light into the question of how fast this disease propagates,
hopefully contributing to the decision process on policy-making by providing more accurate estimates when
incorporating some of the salient feature of these types of models.

Scope and Limitations of the current model: In its current form, the model presented in this article
provides a way to model the overdispersion and high variability observed in the data. However, due to
the limiting ability of incorporating a stronger dependency on the current state of the epidemic and the
different rates at which different variants have shown to be transmitted, this model is more suitable for
keeping track of the pandemic more at the beginning stage when not so many social and political reactions
have occurred. To account for this, the author is currently investigating a regime switching alternative.
Further, as it is, these type of models should only be used to forecast a short to medium term prediction.

Organization of this article: In section [2| a brief description of the model is presented while in Section
we compute the moments of the process which can be used to predict the medium term dynamics of the
current number of infected people given the probabilistic distribution of the quarantined people (which
in terms can be used for public policy). Section [4] provides a brief survey and ideas of how to perform
efficient estimation on a state-dependent self-exciting process. However, since estimation is out of the
scope of this paper, it will be treated in subsequent research. In Section b, we provide different numerical
examples to explore how the different parameters of the model play a role in it and their sensitivity. The
conclusions and elements of further research are presented in Section [6] Finally two appendices are also
provided. In Appendix [A] all the proofs to the technical lemmas and theorems of Section [3] are provided
while in Appendix [B] the pseudo-code of the different algorithms used to simulate the different processes
are provided.

2 A Brief Description of The Model

In the model presented in this article, an important assumption will be that the the population is rather
large (technically, it is assumed that the possible number of susceptible people is infinite to facilitate
the analysis of the moments of the number of infected people I;). This assumption provides a tractable
background for the problem and is not extremely unrealistic given that the model is specifically designed
to simulate a pandemic in its early stages. Considering that up May 1st, 2022 only 6.6% of the population
has been reportedly infected[] (although it is of general consensus that this number is very underestimated,
specially now with the development of at-home test kits), we can think of the number of susceptible
individuals as a rather large number and the model will still be accurate. In fact, a precise finite model
can be created, but there is little to gain and the closed formulas obtained in Section [3| become very
cumbersome. This compartmental model follows a similar SIR dynamics than the models in |Greenwood
and Gordillo (2009)), where S;, R; and I; represent the number of susceptible, recovered and infected people
at time ¢. Obviously, since, as discussed above, the number of susceptible people is assumed to be infinite,
we cannot have a classic relationship such as Sy + Iy + Ry = N, but we will rather only focus on the number
of infected individuals I; and the number of recovered individuals R;.

Information taken from https://covid19.who.int/
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The main modeling assumption in this paper will be that the (historical) number of infected people up to
time t, denoted by Cy, will be driven by a (Hawkes-like) counting process with stochastic intensity

t
At = )\OO(It, Rt) +/0 ngi)(s,t)dCs, (6)

where {@Q,}>2 is a sequence of i.i.d. random variables independent among themselves and from every
other process. As described below, these random variables @@ will be interpreted as the level of quarantine
that the n—th infected person will have, modulating the probability that this individual will produce future

infections.

In this paper we will assume that the baseline intensity A\*°(i, p) of the Hawkes-like process C; given in
Equation @ reacts to the state of the epidemics at time ¢. Indeed, we will assume that if I; = 7 and
Ry = p. Then,

)‘OO(iap) = Ao +i10g(a) —I—plog(ﬁ), (Al)

where a > 1 and [, \g are positive numbers.

The form of the baseline intensity given in assumption provides great flexibility to consider multiple
situations. We describe some of them next.

e A pure Hawkes approach. In this setting, the intensity takes the form of a classical Hawkes process.
This could be a basic model to use for explaining the over-dispersion observed in the data. This can
be achieved by setting o« = § = 1. In this sense, the baseline intensity will be independent of the
number of infected and recovered and the general intensity of the point process will only depend on
the cumulative number of infected people and times of infection of these. In this case, the intensity
becomes

t
A= Xo+ /0 Qs6(5,)dCs. (7)

This case is considered in Lesage (2020) where the author analyzes, simulates and fits a classical
Hawkes process for the total number of infected people in France but to signify a change in public
policy modifies the intensity to mimic a lock-down as in China. As another example, in|Escobar| (2020))
where the author discretizes the intensity to analyze and fit the epidemic model to the gathered data
of several countries, including Mexico. This model is very popular because there are well established
algorithms to simulate and to calibrate the model to existing data.

e A proportional-to-infections approach. In this case, the baseline intensity will be proportional to the
current number of infected people people. Here, not only can over-dispersion be captured but the
intensity, and thus the likelihood, of observing a new infection will increase or decrease according
to current number of infected people. This can be achieved by setting \g = 0 and 5 = 1 and the
intensity becomes

t
Ar = Ao+ ilog(a) + / Qud(s,)dCs, (8)
0

e A state dependent Hawkes baseline intensity. This is the more general case and the one that will
be considered in this paper. In this case, assumption can be used to focus on different aspects
of the model depending on whether 0 < 8 < 1, 8 =1 orif § > 1. Indeed, if 0 < § < 1, then
the quantity plog(f) is negative and in this case we can think of a situation where the recovered
individuals suppress the epidemics. This is more in line with the classical assumptions of an SIR
model where by increasing the number of recovered people the infectivity of the virus decays and
new cases are less likely. However, this behaviour hinges on a critical assumption: recovered people
cannot contribute more to the epidemics and that they become isolated from it. This assumption



is not completely true for the COVID-19 epidemics where many recovered people become reinfected
and can contribute to the spread of the disease. One should be careful here though, if the number
of recovered individuals become very large and 5 < 1, the baseline intensity A*°(i, p) might become
negative and this is not permitted. Several solutions could be considered at this point, the two
more relevant being to stop the process before A*°(i, p) < 0 or change the form Assumption to

A>®(i,p) = <>\0 + ilog(ar) + plog(ﬁ)) , where f(z) = (z)+ represents the positive part of x, being

this latter option a very interesting cgse left out for further research. If 8 = 1, then the number
of recovered people does not affect the model and the process R; becomes a homogenous Poisson
process independent of C;. Finally, whenever 8 > 1 the recoveries can also contribute to the infection
of new individuals (rather than suppressing it). As discussed above, in the current pandemic many
individuals can become reinfected and keep transmitting the virus to to other people. This feature
might comes in handy specifically at the current situation with COVID-19 as universities and other
workplaces treat recovered individuals as non-infectious but indeed they might become infectious
again but at a different rate than that of susceptible or currently infected individuals.

It is also important to determine the parameters of the model:

e The baseline infective rate \g, which is associated to the likelihood that someone new gets infected
due to exogenous factors to the model such as migrations, population dynamics, etc. This is not
affected by the amount of infected or recovered people.

e The infective rate a > 1. This parameter (or more precisely, the logarithm of it) measures how the
likelihood at time ¢ of a new infection will increase due to the number of infected people at that
particular instant regardless of the total number of people that has been infected by the virus. The
higher «, the more likely a new infection will occur at the level of current infections I;.

e The situational rate § > 1. This parameter (or more precisely, the logarithm of it) measures how
the likelihood at time t of a new infection will increase or decrease due to the number of recovered
people up to that particular instant. As 5 — 0 the likelihood that a new infection will occur at the
level of current of R; decreases while if 5 — oo the likelihood will increase.

e The mean recovery time p. This parameter is the expected recovery time period from the infection.
There are several studies about this quantity and it depends on several factors, but according to
Chowdhury et al.| (2021) a good approximation could be around 9 days.

e The historical influence parameter r (also called the reversion coefficient r). This parameter will
measure the influence of previous (historical) infections in the arrival of a new infection and indicates
the speed at which the likelihood of a new infection decays to the current level of the baseline intensity
on the absence of a new infection. In fact, for out model, the increase in the likelihood of a new
infection due to a previous infection at time s < ¢ is proportional to e~"(¢=%). This means that more
recent an infection, the more it will contribute to the likelihood of a further infection. This behavior
is the key difference with respect to the classical epidemiological models and what allows for the
clustering and over-disperssion observed in the data for the current pandemic.

e The probability distribution of the “quarantine effect” ). This random variable specifies the level of
“quarantine” each individual will have. Indeed, our model specifies some stochastic dynamics where
the probability of a new infection at time t is driven by the amount of people that has been infected
up to that time and how recent their infections have been. This quarantine factor will basically
determine the proportion at which infected individual person will contribute to a new infection.
From the modeling perspective, this random variable can be thought as a measure of quarantining.
The lower the (random variable) @, the lower the contribution of such infected individual to a new
infection. This random variable can be discrete or continuous, but its support has to be over the
positive numbers. In other words, an infected individual must have a positive contribution to the
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general likelihood of generating a new infection even if it is small That is, there cannot be a “perfect
quarantine”, which is consistent because people have to go to the groceries or buy basic services and
even interact with delivery services by receiving goods at home. For this work we will impose the
mild restriction that the Moment Generating Function (MGF) of @ exists on a neighbourhood of 0.

Remark 1. Tt is also known (see Chapter 3.3 in Laub et al.|(2022)) than when the random variable
() is constant, and the intensity of the point process is the classical Hawkes process in Equation
with ¢(t) = Qe™", then the branching ratio of the process would be given by

_Q

n=-"x

r
where as above, r is the reversion coefficient. In the SIR process where the number total (historical)
number of people that has been infected by the virus is driven by a Hawkes process the branching
ration n has the interpretation that when 0 < n < 1, it becomes the ratio of the number of people that
one individual will infect relative to the entire population; that is, it is related to the epidemiological

basic reproduction number Ry.

Remark 2. Assumption specifies the form of the so-called baseline intensity. This quantity will
not depend on the past number of infections but solely on the present number of infected and recovered
individuals. In fact, this baseline intensity remains constant between events, that is, between new infections
or recoveries, the probability of a new infection is exponentially distributed with rate A>°(i, p) and thus the
process dictating the arrival of a new infection is equal in distribution to a homogeneous Poisson process
with rate A*°(i, p).

Also, notice that o and [ represent the factors that drives the baseline intensity according to the state of
the system. The more infected people there is at the moment, the more likely a new infection will occur,
and the more recovered individuals there are in the present moment, the less likely a new infection will
occur.

Further, since we don’t want a “degenerate” Hawkes process, we will assume that Q does not have an atom
at 0. That is,
P[Q <0]=0 (A2)

3 Derivation of the Moments of the Number of Infected individuals I;

As mentioned in the previous section, one of the features that the epidemic model presented her has is
that every person is assumed to have a random level of quarantine, whose law is given by Q). As an
easy example, assume that supp(Q) = {0.25,0.75,1}. In this case, @ = 0.25 will imply a higher level of
quarantine (contributing less to new infections) while @ = 1 would mean a low level of quarantine (so that
this person will increase the likelihood of a new infection happening). Obviously, @ = 0.5 would be an
intermediate case.

To compare how this different levels of quarantine and other parameters affect the model, it might be worth
to look at the average behaviour of I; and R;. This is because depending on Var[l;], some comparisons
might not be depicted accurately by plotting some trajectories of the process.

Recall from Equation (@ that the total number of infected people up to time ¢, denoted by Cj, is a
determined by a counting process with stochastic intensity given by

t
At = AOO(It, Rt) + /0 Qs¢(8,t>dcs, (9)
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where {@Q,}72 is a sequence of i.i.d. random variables independent among themselves and from every
other process denoting the level of quarantine that the n—th infected person will have, modulating the
probability that this individual will produce future infections.

We are interested in computing the generating function of the triplet (I;, Ry, A(t))
E [zltthe*S)‘t}
Here, we will assume that all the stochastic processes are Markovian, which can be attained if

e The recovery time is exponentially distributed with rate parameter u. That is, if 7 is the recovery
time for an infected individual, then

Plr <t]=1—¢e (A3)
This implies in particular that if I; = k, then
P[Riyar — Ri = 1] = Plmin{r, ..., 7} < At] = 1 — A = kuAt + o(At) (10)

e The self-exciting kernel ¢(.) is an exponential function. That is,

(s, t) = e (A4)

These assumptions can be relaxed, but the analytical tractability will be lost and different techniques
would have to be employed. The analysis presented here is inspired by the one presented in [Koops et al.
(2018) but here is generalized to allow a state dependent baseline intensity.

In order to compute the joint distribution of (I;, R, A(t)), we need to solve a system of differential equations
presented next.

. : , oF
Theorem 3. Let F(t,i,p,\) = P[I; = i,R; = p, Ay < A and f(t,i,p,\) = a(t,z,p, A). Then, under
assumptions —, f(t,i,p, ) satisfy the Partial difference differential equation (PDDE):

o . ) , Y
S H (41,9 A) = 5 (PAF (b9, N) PN ) (b, ) =

A—Ax!
i . 9 o 11
/ yf(ti=1,py) 5 PIQ < A~ AN — yldy+ (11)
0
i+ Dpf(ti+ 10— 1A= ANO?) = (ip+ A\ f(t,i, p, \)
where
oo}l _ 00/ - 00/ - 00’2 o 00/ - 00/ -
AN =A2(1,p) = AT(i—1,p) and AN =271, p) = AF(i+1,p— 1)
The next objective is to compute the generating function of the triple (I, Ry, A(t)), which can then be

used to compute the moments and other quantities of interest. However, since I; and R; are discrete and
A(t) is continuous, we will have to compute the transformations of those random variables separately.

Theorem 4. Let ¢(t, z,w, s) = E [2ltwlte=sAMD] for |2| <1 and |w| < 1. Then, ¢ == ¢(t,z,w, ) satisfies

the PDE
« 0

%cp + [rs —1+ (i)sMQ(s)z] %Wr [(u +rslog(a))z—p <ﬁ>sw} 2.7

0
+ [log(ﬁ)rsw} (‘ngo = —\oTsp

(12)

with initial condition

©(0,z,w,s) = 10 o —s(Ao+io log(a))
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Since the resulting PDE is linear of first order, we can apply the method of characteristics to simplify the
problem to a system of 2 by 2 ODEs. However, the solution can be quite messy and numerical methods
are very likely to be needed to solve such system which we just point out for the sake of completeness.

Corollary 5. Let (z,w,s) be a fized point in [0,00)% and let Z(t) := ¢(t,z,w,s) = E [zltthe*SA(t)].
Then, Z(t) is the solution of the system of ODEs

% = —14ro() + ()" MQ(ﬁ(t)){zexp (,ut—l—rlog () /Otﬁ(u)du>
—wt /Ot (g)ﬂ(w exp (—uu+7“10g(5) /Ou 19(y)dy) du}
= = —rd(t) (13)
dt
J0) = s
2(0) = zioexp (—9(\o +io log(a)))

Our objective is to be able to compute the moments of the random variables I; and Ry, however the system
of ODEs might not prove that useful for this task, therefore we turn our attention to the PDE (|12
again. In order to obtain the joint (i, j, k) —th moment of I;, R; and A(t) we take the i—th derivative of the
PDE (12]) with respect to z, the j—th derivative with respect to w and the k—th derivative with respect
to s plug in the values z = w = 1 and s = 0. However, for simplicity, we will proceed to give an explicit
formula for the first and second moments of the processes I}, Ry, A(t) since this are the ones that might be
used the most.

Unfortunately, the moments of I; and R; are not independent of those of A(t), therefore to compute the
first moment, we will need to solve a system of 3 linear differential equations. Each equation will be
obtained by differentiating the PDE with respect to one parameter z,w or s and plugging the values
mentioned before. We show the procedure in the next two lemmas.

Lemma 6. For any time t > 0, let X; = [E[A(t)],E[It],E[Rt]]T. Then, X; is the solution to the system
of differential equations

d

$it = Alit + by (14)
o Ao + g log(a)
Xy = 10 (15)
0
where
log (o) +E[Q] —r (r— p)log(a) + plog(8) rlog(pB) Aor
A= 1 — 0 and b, = 0
0 I 0 0
That is,
t
X; = Xgettt +/ eMt=9)h, ds (16)
0

We can use the same approach as in Lemma [6] to compute the second moments. Besides, we will need to
consider all 6 possible double products of the random variables I}, R; and A(t).
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For the following Lemma, it will be useful to simplify the notation so that the matrix used to compute
second moments is displayed nicely. Indeed, let

Cy :=log (o) + E[Q] —r

Co = (r — p)log (a) + plog(B)
Cs5 :=rlog(B)

Cy :=rlog(a)

An important remark is that without too much work we can transition from the models presented in Section
by just modifying the parameters of the original model. For example, if a pure-Hawkes (pH) model with
intensity given by Equation wants to be considered; then by setting & = 6 = 1 in the previous result
it is obtained that the following:

d —pH <
X0 = AKX pp (17)
H Ao
Xy = o (18)
0
where
EQ—-r 0 0 Aor
APH — 1 0 and  by=| 0
0 © 0 0

which agrees with the result provided in Koops et al.| (2018). Further, if a model whose infection rate
increases or decreases proportional to the number of infected people in its baseline intensity (pl) as given
by Equation is sought, then it should be set 5 = 1 and the resulting system of ODEs is

d —pI <l I
ﬁxf = A X, +b! (19)
o Ao + o log(a)
Xy = io (20)
0
where
log (o) + E[Q] —r (r —p)log(a) 0 Aor
Allﬂ = 1 — 1 0 and bi=1| 0
0 7 0 0

Remark 7. Notice that in the two particular cases above given by systems of ODEs in Equations —
since 8 = 1, then the intensity becomes independent of R; and thus the entire system becomes independent
of R; which is reflected by the third column of the matrices Asz and Aﬁ”f being 0.

Finally, a third important differentiation from the base case a, > 1 is when the number of recovered
individuals actually decreases the likelihood of a new infection, such as in a classical SIR, model and which
is also described in Section [2| In this case, and as mentioned earlier, provided that the process is stopped
whenever the intensity becomes negative, the corresponding system of differential equations for the first
moments can be obtained from Lemma |§| by setting 5 =1/ B with 3 > 1 so that, in this case, 8 < 1 and
the baseline intensity given by Assumption becomes

A%(i, p) = Ao +ilog(a) + plog(B) = Ao + ilog(a) — plog(B). (21)
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In this case, the corresponding system of differential equations governing the first moments of this system
is given by

Ao + ip log(a)
XS = io (23)
0
where
log (@) +E[Q] —r (r — ) log(a) — ulog(5) —rlog(5) Aor
APTE = 1 —u 0 and b; = 0
0 W 0 0

Next, a characterization of the second moments is provided. The techniques and methods to obtain them
follow from the ones used in Lemmalf] but to solve this system it is necessary to obtain the solution of the
system (14)-(23)), since its solution its dependent (as expected) on the first moments of (A(t), Iy, Ry).

_ T
Lemma 8. For any timet > O, let Yt = [E[AZ(t), E[It(It—l)},E[Rt(Rt—l)], E[A(t)]t],E[A(t)Rt], E[Ith]

Then, Y is the solution to the system of equations

d_ _
Y1 = AsYi + by (24)
Yo = [(Mo +iolog(@)))?,i2,0,i0(Ao + i log(ar)), 0,0] " (25)
where,
[ 2C, 0 0 20, 2C3 0
0 -2z 0 2 0 0
A _| 0 0 0 0 0 2
2= 1 Cy 0 0 C3
0 0 C3 —p C1 O
L 0 w 0 0 1T —p]
and ) i
[log? () + 2log(a) + E[Q?] + 2Xor] E[A(t)] + p11og? (%) E[L]
0
by = 0
(01 + T)E[A(t)] + T)\QE[It] + C4E[Rt]
(rXo + C3)E[Ry] + (Co — Cy)E[L]
0
That 1is,
t
Y, = Yoeh? +/ e22(t=9)pyds (26)
0

15



4 Some considerations regarding the Estimation of the State Depen-
dent Hawkes Process

As with many many point processes, there are mainly three types of estimation procedures: MLE, (gener-
alized)MoM and LSE-type methods. Below, a discussion on each of these three process, their advantages
and disadvantages is presented. It is important to emphasize that there is not a definite answer into which
method provides an advantage when doing inference over the parameters of the model and this intricate
topic is left out for future research.

e Maximum Likelihood Estimation (MLE). This method is one of the most used and regarded
within the academic literature. This is due in part because there there are many theoretical results
that guarantee that the MLE methods will yield an optimal solution. Unfortunately, for many
Markovian point processes the evaluation of the log-likelihood function is of order O(N?). Several
algorithms such as EM are used to improve this (see Lewis et al|(2012))), but in general, the biggest
problem of MLE is that the likelihood curve is very flat, with many local maxima and without a clear
way to decide which is the global maximum. An important step in improving this is discussed in
Lewis et al.| (2012)) and |Veen and Schoenberg| (2008). Many of these methods apply to the exponential
kernel form used in this paper (see Assumption ), but also have a constant baseline intensity.
It is still an ongoing research topic of this author to generalize such methods to a state dependent
intensity.

e (Generalized) Method of Moments (gMoM). These methods are derived under the assumption
that the process is in its limiting stationary state, and as any Method of Moments, the idea is to
form a system of equations of n X n, where n is the number of parameters to be determined and n
linear independent equations relating the moments are used. However, for Hawkes processes, usually
there are not enough linear independent conditions on the moments and thus the Autocovariance
function is introduced to generate other equations. A prime example is given in the work by [Foschi
et al.| (2020). Further, these methods are inefficient when the number of observations is “small” and
they usually does not work properly on higher dimensions. However, it is important to mention that
in our case, these methods might not be the best since we are trying to model the early stages of the
epidemic where the processes are far away from the stationary state.

e Least Square Estimation (LSE) type methods. These methods have not been explored until
recently, mainly because the order of these methods is similar to the ones of MLE. However, the
recent work by |Cartea et al.| (2021)) show that unlike MLE methods, LSE methods can possess certain
algebraic properties that help with the stochastic approximation of the kernels to then maximize or
minimize the LSE functional.

The nature of the process we are dealing with requires special care in the estimation of parameters and as
such, this paper will not try to just follow the MLE method presented in Daley Vere Jones, Section , but
rather this sensitive topic is left as an object of further research. Specially if Assumption is relaxed
and we allow for a more general kernel and also a state-dependent self-exciting kernel.

5 Empirical and Numerical Examples

The objective of this section is to provide numerical evidence of the behaviour that the model has under the
different scenarios proposed as well as the implications of increasing or decreasing the level of quarantine
provided by the random variable () and other change in the parameters.

For all the experiments there will be four levels of Quarantine: high (Qg), medium-high (Qaz, ), medium-
low (Qar, ) and low (Qr,). To completely specify the levels of quarantine provided by these random variables,
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their distribution is presented next.

0.05 w.p. 0.92 0.05 w.p. 0.11 0.05 w.p. 0.12 0.05 w.p. 0.02
0.45 w.p. 0.03 0.45 w.p. 0.18 0.45 w.p. 0.46 0.45 w.p. 0.02
@7 =1 060 w.p. 0.02° @ =4 0,60 w.p. 0.46° @ =1 060 w.p. 0.32° @r =060 w.p. 0.02
0.95 w.p. 0.03 0.95 w.p. 0.25 0.95 w.p. 0.10 0.95 w.p. 0.91

As it can be seen, the random variables take the same values in all cases but their probabilities change.
They are specified so that E[Qr] = 0.9, E[Qa, ] = 0.6, E[Qar,] = 0.5 and E[Qy] = 0.1.

Next, we provide several figures with various simulations of the different cases mentioned in Section 3| In
particular, it is important to notice how the difference on the parameters affect the speed at which the
number of infected individuals grow. Also, it is important to remark that although the simulation algorithm
is a variation of the thinning algorithm by Ogata described in Appendix[B] to the author’s knowledge, an
explicit algorithm to simulate a Hawkes process with a state dependent intensity is not readily available.
Thus, as part of this work, a detailed pseudo-code for simulating these kind of processes is provided in
the Appendix [B] Furthermore, due to the immense amount of simulations and computations required to
simulate these processes -at the end the thinning algorithm is a variant of an acceptance-rejection method
and as such, many simulations are rejected- the process cannot be easily simulated for large time intervals.

To understand the behaviour of the process counting the number of infected people some different pa-
rameters of the model are changed, in Figures below, the number of infected people is simulated for
the small time interval [0,4] together with the corresponding solution of the differential equation under
different scenarios, where either «, 5 or the Quarantine distribution changes. This exercise has two pur-
poses: verify that the simulation algorithm and the differential equations yield similar results (performing
a cross-verification) and showing how the change in different parameters yield logical conclusions as well
as exploring how such changes affect the speed at which the number of infected people grows.

To understand the behaviour of the process counting the number of infected people under a general purely
Hawkes process (i.e. we set a = = 1), in Figure {4 I, is plotted under 12 different scenarios and each
scenario under the 4 different Quarantine scenarios. In all the scenarios, the parameters were set to be the
same except for the decaying parameter r (see Equation ) and the constant baseline intensity A\g. As
expected, the number of infected people decreases as r gets larger, meaning that an infectious person will
contribute to a new infection significantly only during a short time span.

Two interesting cases arrive in the general state dependent Hawkes baseline intensity case. First, as can
be seen in Figure |5, when o > ( (in this case a = 1.4 while 5 = 1.2, we see that there are more infections
as compared to the purely Hawkes case reflected in Figure [4, However, when 5 > « > 1, we see that the
infections also grow as compared within the baseline case of the purely Hawkes model but they are actually
even higher than in the previous case where o > . The reason for this is that the number of infected
people becomes, as time progresses, comparative smaller to the number of people that have recovered and
continue propagating the virus. This is a classical behaviour of viruses that do not create immunity as is
the case of COVID-19. Finally, in Figure [7] we plot the case where o« > 1 but 8 < 1. This is to illustrate
how a (8 less than 1 can mitigate greatly the size of the epidemics. Indeed, as a good comparison, note
that, with all the parameters save a and S kept constant, the maximum range up to time 4 for the number
of infected individuals in the Pure Hawkes case is of roughly 400, while on the state-dependent Hawkes
cases with o > 8 > 1 is of 600; when 8 > a > 1 is of 1200 while on the case where § < 1 < « it is of 200.

Finally, in Figure |8 the long-run behavior of the state-dependent Hawkes process with 8 < 1 is displayed.
However, as mentioned above the simulation of the process for larger time windows is not feasible and as
such only the solution of the differential equation is provided. The purpose of this figure is to show that
under this case, we can observe the typical behaviour of an SIR model. Since this was computed in the
long run, we only plot ¢ vs E[].
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Figure 4: Figure showing 12 simulations and their behaviour for different parameters under a purely Hawkes
approach. Plots in the same row share the same value of r while plots in the same column share the same
value of A\g. The rest of the parameters, as well as the scale, where kept the same for comparison purposes.
The Quarantine level is also represented, with High Quarantine (@) in purple, Medium-High Quarantine
(Qaryy) in blue, Medium-Low Quarantine (@5, ) in green and Low Quarantine (@) in red. Furthermore,
the mean (deterministic) behaviour of the system is plotted with the same color as the simulated paths.
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Figure 5: Figure showing 12 simulations and their behaviour for different parameters under a general state
dependent Hawkes intensity with o = 1.4 and § = 1.2. Plots in the same row share the same value of
r while plots in the same column share the same value of Ag. The rest of the parameters, as well as the
scale, where kept the same for comparison purposes. Furthermore, the Quarantine level is also represented,
with High Quarantine (Q ) in purple, Medium-High Quarantine (Q s, ) in blue, Medium-Low Quarantine
(Qar,) in green and Low Quarantine (Qr) in red.
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Figure 6: Figure showing 12 simulations and their behaviour for different parameters under a general state
dependent Hawkes intensity with o = 1.2 and § = 1.4. Plots in the same row share the same value of
r while plots in the same column share the same value of Ag. The rest of the parameters, as well as the
scale, where kept the same for comparison purposes. Furthermore, the Quarantine level is also represented,
with High Quarantine (Q ) in purple, Medium-High Quarantine (Q s, ) in blue, Medium-Low Quarantine
(Qar,) in green and Low Quarantine (Qr) in red.
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Figure 7: Figure showing 12 simulations and their behaviour for different parameters under a general state
dependent Hawkes intensity with o = 1.2 and S = 0.8. Plots in the same row share the same value of
r while plots in the same column share the same value of Ag. The rest of the parameters, as well as the
scale, where kept the same for comparison purposes. Furthermore, the Quarantine level is also represented,
with High Quarantine (Q ) in purple, Medium-High Quarantine (Q s, ) in blue, Medium-Low Quarantine
(Qar,) in green and Low Quarantine (Qr) in red.
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Figure 8: Figure showing the long term behaviour of the mean for the number of infected people under a
general state dependent Hawkes intensity.

6 Conclusions and further Research Direction

A phenomena that has been observed in the current COVID-19 epidemics is the overdispersion of process
describing the number of contagions C;. That is, that for different time windows, the variance of the
number of new contagions within that time interval is great larger than their average. l.e., that for any

real number 7 > 0,
VaI'[Ct+7— - Ct] > ]E[CH_T — Ct]

This work tries to construct a model that takes into account the overdispersion observed in epidemics with
a high control reproduction number that the classic stochastic-SIR models fail to capture due to their
Poissonian nature (where the expectation and variance are roughly the same for any time interval).

One possible solution to model the overdispersion is through the usage of regular point processes, in
particular self-exciting point processes. Not only can they capture this phenomena but the rationale
behind them makes sense. Every new infection will increase the likelihood of a new infection occurring.
However, one of the main difficulties, and a very active are of research currently, is the efficient estimation of
its parameters. While it is part of the ultimate goal of this work to research efficient estimation methods,
it is not the primary intent of this paper. The basic estimation method is in terms of the likelihood
function, but there is no clear way to determine whether the method found a local maxima or a global
one. Furthermore, the likelihood curve is very flat and although theoretical convergence is guaranteed, in
practice it is hard to achieve.

To continue this research, there are two interesting directions to pursue. First to explore a regime-switching
model where the parameters of the model change or switch randomly to different scenarios considering
possible social, economical and political factors. Particularly of interest is the level of quarantining for the
general population, where an stochastic optimization problem can be devised for minimizing the economic
impact of a disease like COVID-19. Another direction of research is creating a full compartmental model
where the transitions to different compartments are guided by point processes. This approach to classical
stochastic compartmental models is of interest due to the flexibility and the statistical properties of point
processes.

22



A Proofs of Section [3

Proof of Theorem[3. Let At > 0 denote an infinitesimal time step. Due to the dynamics of the SIR model,
from time ¢t to time t + At, and since we assume that the point processes defining the arrivals of events is
simple (see Equation ,only one of following four (disjoint) events can happen:

B Event of type (I): There is a new infection but no recoveries. That is,

Cignr —Cr =1 and Riynt — Ry =0
B Event of type (II): There is no new infection but a recovery. Then,

Cisat—Cir =0 and Riynt — Ry =1
B Event of type (III): There is a new infection and a recovery. Thus,

Cinr —Cr =1 and Rignt — Ry =1
B Event of type (IV): There are no new infections neither recoveries. Therefore,

Ciynt —Cr =0 and Riynt — Ry =0

Recall that {¢;}:°, are the jump times of the counting process (Ct)¢>o. Then, define the function

t
I0 = [ Querac, = 3 Qe
0

ti<t

Fix the terminal state at time ¢ + At, and computing

F(t FALL A — (= A%, p))At) - ]P’[IHN =i, Rerar = p, At + AE) < X — (A — A¥(i, p))At}

=P |Lynr =i, Repar = p AN (Tyar, Repar) + Y Qo "IHATH) < X — (X = A(4, p)) At
t; <t+At

=P It+At =1, Rt+At =P, )‘OO(Za p) + J(t + At) < )‘(1 - TAt) + TAt)‘OO(Zv p):|

= P|Liac =i, Risar = p (1 — rAONT(i, p) + J(t + At) < AL — "”At)}

=P :It+At =1, Rt+At =p, (1 — ’l"At) [)\oo(lt’ Rt) + J(t)} + (1 — T‘At) [)\OO(Z, ,O) — )\OO(It, Rt)]

+ (J(t+ At) — (L —rAt)J(t)) < A1 - rAt)]

- IP’[IHM — i, Riyar = p, (1= rADA(E) + (1 — 1AL AP0, p) — X°(I1, Ry)]
+ ( 3y {(1 —rAE)Que ) 4 O(At)} (- rAt)J(t)) <A1 rAt)]

t; <t+At

=P | Liyar = 6 Revar = p. A(t) + [A7(1, p) = A (I, Re) | + Z Qie ") 4 o(At) < A
t<t; <t+At
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=P It+At =1, Rt—l—At =P A(t) <A-— [)‘OO(ZMO) - )‘OO<It7 Rt)] - Z Ql + O(At)
t<t; <t+At

Since we are later going to take a difference quotient, divide by At and take the limit as dt — 0, for ease
of notation, we will disregard all the terms of lower order after displaying them once and we will introduce
the following notation

AN = 2®(i,p) = A¥(i — 1, p)
AN = X2(i,p) = A¥(i+1,p— 1)
AN = X(i,p) = A¥(i,p — 1)
AN =X (i, p) — X¥(i, p) =

Define

E(t + At; L1, p, >‘) = Livat =i, Repae = p, A(t) <A-— [)‘00(27 p) - )‘OO(Itv Rt)] - Z Qi
t<t; <t+At

Then, by recalling that the point processes are simple and that {Q, Q;}:2, is a sequence of i.i.d. random
variables, we have that

E(t+ Att, i, p,A) = {Typnr = 6 Repae = p, At) <X = [X°(i,p) = X°(Iy, Ry)| — Q}
and thus we can defined the events

E[(t,i,p, )\) = {It =1 — 1,Rt = p,A(t) § A — A)\(fo(l,p) — Q, Ct—l—At — Ct = 1,Rt+At — Rt = O}
E][(t,’i,p, )\) == {It =1 + 1,Rt =p— 1,A(t) S A — A)\go(l,p), CtJrAt - Ct == O,Rt+At - Rt == 1}
EIII(t7i7p7 )‘) = {It = iaRt =p— ]‘JA(t) < A — AA?(%p) - QJ CtJrAt - Ct = ]-7Rt+At - Rt = 1}

Erv(t i, p,\) = {It =i, Ry = p, A(t) <X = AN (4,p), Cognr —Cr =0, Rpns — Ry = 0]}

By considering the likelihood of the 4 types of events happening and the dynamics of the SIR model, it is
clear that

PlE(t + At L, i, p, A)} - P[El(t, i, o, )\)] + P[En(t, i\ p, A)} + P[Em(t, i, p, A)} + IP’[EIV(t, i N e

In the following, for exposition purposes, we will compute each of the fours summands separately, and we
will only consider operations up to the order At. Further, Then, it follows that

A=A
P[Ef(tvivp) )\)} = /0 ’ f(t,i—1,p,9)P[Ciyns — Cp = 1|P[Rypnr — Ry = O]P[Q <A— AA;ZJ —yl|dy
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/ Pt = Lpoy) [yt + o(an]e IR [Q < A - ANET — y]dy
OA—AAffpl ' . .

= /0 fti—1,p,9) [yAt + O(At)} {1 — (i — 1)uAt + O(At)][P[Q SA-AN - y] dy
J

yAtf(t,i—1,p, y)P[Q SA-ANS - y} dy + o(At),

f(ti4+1,p—1,9)P[Crins — Cy = O|P[Ripns — R = 1]dy
f(t,l =+ 17 p— 17 y) _1 - yAt + O(At)_ |:1 — e(i+1)//fAt dy

Fltit1,p—1,y) :1 —yAt+ o(At): [1— (1— (i + )pAt + o(At))] dy

Flti+1,p—1,y)[1 — yAt + o(AH)] (i + 1uAtdy + o(At)

A—A,\;"f
- / (i + DAL (i 4+ 1,p— 1y)dy + o(Ad),
0

flt,i,p—1,y) [yAt + O(At):| [1 — e_i“At}IP’[Q <)A-— A)\zop’s - y} dy
Ft,i,p—1,9) [yAt + o(At)} [mm + O(At)} P[Q <A ANEE - y} dy

- (A2 (L~ LyP|Q < A= AN — ydy + o(A1)

and
A—AN?
P[Efv(t, i P, A)} = / f(t. i, p,y)P[Crinr — Cr = OIP[Resar — Ry = O]dy
0
A .
= / f(ti,p,y) [1 — yAt + O(At)}e“‘“dy
0
A
- / Flti+1,p—1,y) [1 —yAt+ o(At)} [1 N O(At)}dy
0
A
(- wm)/ P+ Lp— 1)1~ yAl + o(AD)]dy + o(A1)
0

A
= (1 —ipAt)F(t,i,p,y) — / yALf(t,i, p,y)dy + o(At)
0
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Therefore, by using Equation and recalling that F(t + Aty i, p, A —r(X — /\OO(i,p))At> = ]P’[E(t +
At;t, i, p, )\)}, we have that
A=AN!
F(t4 At p, A= (A = X2(i, ) A1) :/ YALF (i~ 1,9 )P[Q < A= AN~y dy
0 9.
A=AN?
+/ (i + DpAtft,i+1,p—1,y)dy
0
A
+ (1 —ipAt)F(t,i,p,y) — / yAtf(t,i, p,y)dy + o(At)
0

Dividing by At and letting At — 0,

k) 9 AfA)\f’opl 1
S (100, 0) =V = N6, p) 5 F(E . A) —/0 uf(ti =1, p,y)P[Q < A= AN — ydy

A=AN?
+/ (i +Dpfti+1,p—1,y)dy
0
A
- Z:U‘F(t’lvpa y) - / yf(talapvy)dy
0

Differentiating with respect to A; applying Leibniz Integral Rule where appropriate; and using Assumption

(A2), we get the result. -
Proof of Theorem[). Define
W(t,i,p,s):= / e—s)\f(t7z',7“, A)dA (28)
0

o(t, z,w,s) :=E [z the_SA(t)} (29)

By definition,

o(t,z,w,s) =E [zltthe_SA(t)}

= Z/ ZwPe (¢4, p, A)dA

0 p=0
:iZzwp/ (0, p, N)dA
i=0 p=0
= iizlwf’w (t,i,p,s)
=0 p=0

Thus, the strategy is to first use Theorem [3|to find a PDDE equation that characterizes the function ()
and then transform that PDDE as the corresponding one for ¢(-).

—sA

Multiplying equation [11| by e~** and integrating over (0, 00) we get:

9 > . SA >0 ; —sA 00 (s /OO - 8 —
5 | e an = [T AR p e+ <) [ e e p A =
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00 A—ANP (i,p) \
I yF(ti = 1,p,y)dPIQ < A — AXF(i, ) — yldye A+
0 0
(i D [ i+ 1o = 10— ARG p))e A=
0

| 520
0

Using integration by parts and Fubini’s theorem, and relation

jt (t.i,p,5) — / rsAf (.4, p, e A + A= (i, p) / sf(t,i,p, A)e” A =
0 0
I/ UF (i — 1o, y)dP(Q < A — ANP(i, ) — yle™ M dAdy+
0 Jy+Axe(i,p)
(i + 1) pe AN (0r) / flti+1,p—1,N)e dr—
—AN(4,p)
Z,U'd}(ta 7;7 P, 5)_

/ M (3, p, N)e A
0

Let Mg(s) = E[e™*?] denote the moment generating function of ), which by assumption it exists on a
neighbourhood of 0. Then, by using the fact that f(¢,4,p,\) = 0 if A < 0, definition and Fubini’s
Theorem we can further simplify the above equation as

o o o o

eI () (15— 1, 5) + (-4 Dpse G141, 1,5)
. . 0 .
- Zuw(ta 1, P, 3) + aw(@ 1, P, 8)

Finally, rearranging terms we have

o o o , N o .
a (t,Z,p,S)—'-(T‘S—1)@1/)(t727p,8)+7”8>\ (Z7p)w(t77'ap78)+e A)\l(’p)MQ(S)aw(t,’L—l,p,S):

(i + Ve MOyt i+ 1,p — 1,8) — ipap(t, i, p, s)
(30)
At this point, we use the particular form of the baseline intensity of the Hawkes process Cy, A (i, p). By
using Assumption , we have that

A%(i, p) = Ao +ilog(a) + plog(B)
and substituting this into the PDDE (30]) we have

1

0 , 0 : o/ : °
a (t727p7 3) + (713 - 1)%1&@7@7)07 S) +7rsA (%P)Tﬁ(t, L P, 3) + (Oé) MQ(S)

i+ Dp(aB)’ i+ 1,p—1,5) —ipp(t,i,p,s)

By doing some algebra and using the fact 1(t,4,p,s) =0 if i < 0 or p < 0, we have the following relations

S D i (1) = 2 plt 2w, ) (32)
z

i=0 p=0
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Zzpz wpw t717p7 ) - waa cp(t,z,w,s) (33)

1=0 p=0
Zz wl(t,i—1,p,8) = zp(t, z,w, s) (34)
i=0 p=0
oo [e.9] 8
ZZ (i + 1)z wPip(t,i+1,p—1,5) = wagp(t,z,w,s) (35)

=0 p=0

Multiplying both sides by z'w”; adding those terms as a series; using Assumption (A1)); and using relation
, we obtain the result.

O]

Proof of Lemma [ Taking equation , substituting the value function (¢, z, w, s) and computing some
of the derivatives within,

O =[5, Re —sA(t) 1Y’ Ii. Ri —sA(t)
atE {z wltte ]—i— rs—1+ o Mg(s)z E[—A(t)z wte ]

+ | (u+rslog(a)) 2 — 1 (aB)’ } [h o) (36)

. log(ﬁ)w]E [thltth_le_SA(t)] = —rshE [zltthe_SA(t)}

Taking partial derivatives with respect to s from equation and plugging in (z,w,s) = (1,1,0),

0

- SEIA®] - |~ 1og (0) ~ EIQI E[AW)] + [rlog () ~ wlor (a8) | B[] ~ |rlow(d) | E 1] = —rda (37

where we have used that Mg(0) =1 and %MQ(S)L:O = —E[Q]. Similarly, taking partial derivatives with
respect to z from equation and plugging in (z,w,s) = (1,1,0),

%E L] = E[A(t)] + uE [1] = 0 (38)

Finally, taking partial derivatives with respect to w from equation and plugging in (z,w, s) = (1,1,0),

0
EE [R¢] — pE[L;] = 0 (39)
Arranging equations — in matrix form, we get the result. O

B Simulation Algorithms

When the baseline intensity A*°(4, p) is constant, several simulation algorithms are available. However, it
is rare to find simulation algorithms for more general intensities.

However, by using the classical thinning algorithm by Ogata, we can simulate our process, but some care
and considerations need to be taken.
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Before showing the main algorithm, we need to be able to evaluate the intensity at any time t given the
history. In this case, the history is provided in an array tIRarray which is a 3 x n array with Row 1 having
all the times at which I; or R; changed. Rows 2 and 3 have the value of I; and R;, respectively, at the
times on row 1.

Algorithm 1: Computation of the Intensity function at time ¢.
Result: Compute A(t) = A*°(i, p) + fot Qse ") dNy, for t > 0;
Inputs: C,Qy, tIRarray.t,. . .;
Output: Intensity=function();
Initialization;
n < length(Cy) = ||C];
auxr <+ sum(Cy <t)= fot dCs;
Computation of the intensity function;
if (n =0 || auz = 0) then
‘ return \*°(ig, po);
else
Qs <+ Q1 : aux];
Cs « Cyl: auzx];
exps < exp(—r(t—Cs));
integ < sum(Qs * exps);
lam <+ X>*°(I:, Ry);
return lam + integ;

end

Next, we will show the algorithm to simulate the state dependent Hawkes process. Notice how the intensity
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function needs to be updated between new infections as recoveries affect the intensity function also.

Algorithm 2: Simulation of a trajectory of the State-dependent Hawkes SIR model

Result: Simulation of State-Dependent Hawkes Process with intensity function
A(t) = X%(i, p) + [y Qse "2 dN,

Inputs: T, Qvals, Qprobs, ig, po, - - -;
Output: SDHP=function();
Initialization;
tIRarray < [0,10,p0
t < 0
while ¢t < T do
M « Intensity (¢,...);
if M <0 then

‘ break;
end
E ~ Exp(M);
t «— t+ E;
U ~ Unif(0, M);
end
## Since A*°(i, p) can change between increments of C; (via only a recovery), we need to update our

intensity function between 0 and the next time candidate for a jump of C} which is E;
Raux « 0;
while Raur < F do
PossibleR ~ Exp( p - Icurrent );
if (PossibleR+Rauzx) > E then

‘ break
end
Raux < Raux + PossibleR;
Update tIRarray;
end
if t < F then
#+# Perform a thinning routine to accept new Infections;
AN < Intensity(t,...);
if U < Ay then

Accept t as time of Infection;
Update all parameters;

end

]T.

I

end
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